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# 

# MÔ TẢ NGHIÊN CỨU

## B1. Giới thiệu về đề tài

Ung thư cổ tử cung là một trong những loại ung thư phổ biến và có tỷ lệ tử vong cao ở phụ nữ trên toàn thế giới, đặc biệt tại các quốc gia đang phát triển, nơi điều kiện sàng lọc và phát hiện bệnh còn hạn chế. Việc phát hiện sớm các tế bào tiền ung thư và ung thư giai đoạn đầu đóng vai trò then chốt trong công tác chẩn đoán và điều trị kịp thời, góp phần nâng cao khả năng sống và cải thiện chất lượng cuộc sống cho bệnh nhân. Trong bối cảnh đó, việc ứng dụng các công nghệ hiện đại như học sâu (deep learning) vào lĩnh vực chẩn đoán hình ảnh y khoa, đặc biệt là phân loại tế bào học cổ tử cung, ngày càng được quan tâm và phát triển mạnh mẽ.

Trong những năm gần đây, đã có nhiều nghiên cứu ứng dụng các mô hình học sâu như Convolutional Neural Networks (CNN) trong lĩnh vực phân loại hình ảnh tế bào y học. Một số công trình đáng chú ý có thể kể đến như mô hình DeepPap[1], hay các nghiên cứu gần đây sử dụng EfficientNet, ResNet[2], DenseNet[3] để phát hiện tế bào ung thư cổ tử cung với độ chính xác khá cao. Tuy nhiên, các mô hình này vẫn còn một số hạn chế như độ phức tạp mô hình cao, khó mở rộng, khả năng tổng quát chưa thật sự tối ưu với dữ liệu mới, hoặc gặp khó khăn trong việc cân bằng giữa hiệu suất phân loại và thời gian huấn luyện.

Gần đây, nhiều kiến trúc học sâu tiên tiến đã được đề xuất nhằm cải thiện hiệu suất trích xuất đặc trưng và khả năng tổng quát mô hình, tiêu biểu như: CoAtNet (Dai et al., 2021), Convolutional Vision Transformer (CvT), Convolutional Neural Networks Meets Transformer (CMT), và Bottleneck Transformer (BoTNet). Các mô hình này kết hợp sức mạnh của CNN và Transformer, có khả năng học biểu diễn dữ liệu phức tạp một cách hiệu quả hơn, đồng thời giúp mô hình khai thác mối quan hệ không gian rộng và sâu trong hình ảnh y tế.

Bên cạnh đó, việc tích hợp các mô hình học sâu với các phương pháp phân loại tuyến tính như Logistic Regression cũng đang là xu hướng được quan tâm. Logistic Regression, với ưu điểm đơn giản, dễ huấn luyện và khả năng phân loại nhanh, có thể hoạt động hiệu quả khi được cung cấp đầu vào là các đặc trưng chất lượng cao từ các kiến trúc học sâu. Việc kết hợp này giúp giảm độ phức tạp của mô hình cuối cùng, đồng thời giữ được độ chính xác và khả năng khái quát tốt.

Từ những khảo sát trên, nhóm thực hiện nhận thấy rằng chưa có nhiều nghiên cứu tích hợp đồng thời các biến thể của mô hình học sâu hiện đại như CoAtNet, CvT, CMT và BoTNet kết hợp với Logistic Regression trong lĩnh vực phân loại tế bào học cổ tử cung. Đề tài này được đề xuất nhằm khai thác điểm mạnh của từng kiến trúc học sâu hiện đại trong việc trích xuất đặc trưng, đồng thời tận dụng khả năng phân loại nhanh và chính xác của Logistic Regression, từ đó xây dựng một hệ thống hỗ trợ chẩn đoán tế bào học cổ tử cung hiệu quả hơn.

Đề tài hướng đến việc khắc phục những điểm hạn chế trong các nghiên cứu hiện tại, đặc biệt là về hiệu suất phân loại, khả năng mở rộng mô hình và giảm chi phí tính toán. Đây cũng là động lực để nhóm triển khai nghiên cứu, với kỳ vọng đóng góp một giải pháp công nghệ hữu ích trong lĩnh vực y tế, hỗ trợ chẩn đoán sớm và chính xác ung thư cổ tử cung, từ đó nâng cao hiệu quả điều trị và phòng ngừa bệnh.

## B2. Mục tiêu, nội dung, kế hoạch nghiên cứu

### B2.1 Mục tiêu

* Tìm hiểu và đánh giá các kiến trúc mô hình học sâu hiện đại gồm, tập trung vào khả năng trích xuất đặc trưng hiệu quả từ ảnh tế bào cổ tử cung phục vụ cho bài toán phân loại.
* Xây dựng mô hình phân loại tế bào ung thư cổ tử cung ứng dụng kết hợp biến thể các mô hình học sâu tiên tiến (CoAtNet, CvT, CMT, BoTNet) với Logistic Regression nhằm tận dụng sức mạnh của việc trích xuất đặc trưng sâu cùng khả năng phân loại chính xác, nhanh chóng của Logistic Regression.
* Nâng cao hiệu quả phát hiện sớm tế bào tiền ung thư và ung thư cổ tử cung giai đoạn đầu thông qua mô hình kết hợp, giúp hỗ trợ các bác sĩ trong việc chẩn đoán chính xác và kịp thời các dấu hiệu bất thường.
* Xây dựng mô hình có khả năng phát hiện các loại tế bào tiền ung thư như Koilocytotic và Metaplastic, hỗ trợ bác sĩ trong việc chỉ định xét nghiệm HPV DNA hoặc sinh thiết, từ đó góp phần nâng cao chất lượng sàng lọc và phòng ngừa ung thư cổ tử cung.
* Đóng góp giải pháp công nghệ hữu ích cho lĩnh vực y tế, đặc biệt trong chẩn đoán tế bào học cổ tử cung, hỗ trợ phát hiện và điều trị sớm ung thư, giúp cải thiện hiệu quả điều trị và tăng cơ hội sống cho bệnh nhân.

### B2.2 Nội dung và phương pháp nghiên cứu

**Nội dung 1: Khảo sát hiện trạng các công trình nghiên cứu liên quan.**

* Mô tả: Tìm hiểu và đánh giá các phương pháp phổ biến trong nhận dạng hình ảnh y tế, đặc biệt là trong phân loại tế bào học cổ tử cung, với trọng tâm là các mô hình học sâu tiên tiến và các kỹ thuật kết hợp phân loại.
* Phương pháp nghiên cứu:
* Nghiên cứu ưu điểm, nhược điểm của các phương pháp phân loại tế bào học và mô học đã công bố, đặc biệt là các mô hình CNN và Transformer.
* Tìm hiểu vai trò và ứng dụng của các kiến trúc như CoAtNet, CvT, CMT, BoTNet trong lĩnh vực y sinh và xử lý ảnh y tế.
* Nghiên cứu cơ chế kết hợp trích xuất đặc trưng của các mô hình học sâu với Logistic Regression để cải thiện hiệu quả phân loại.
* Dự kiến kết quả: Hiểu rõ tình hình hiện trạng các mô hình phân loại tế bào học, từ đó xác định được điểm mạnh, điểm hạn chế của các phương pháp hiện có, làm cơ sở cho việc lựa chọn phạm vi, mục tiêu và hướng đi phù hợp cho đề tài.

**Nội dung 2: Tìm hiểu về Logistic Regression và vai trò kết hợp với mô hình học sâu**

* Mô tả: Nghiên cứu lý thuyết và ứng dụng của Logistic Regression như một lớp phân loại cuối cùng sau khi trích xuất đặc trưng bằng các mô hình học sâu.
* Phương pháp nghiên cứu:
* Tìm hiểu cách Logistic Regression xử lý dữ liệu đầu vào là các đặc trưng đã được học bởi mô hình CNN/Transformer.
* Phân tích ưu điểm của việc kết hợp mô hình học sâu với Logistic Regression trong việc giảm quá tải tham số và tăng hiệu quả phân loại.
* Thực nghiệm cài đặt kết hợp để đánh giá hiệu quả trên dữ liệu tế bào cổ tử cung.
* Dự kiến kết quả: Hiểu được cách thức hoạt động và lợi ích của Logistic Regression trong mô hình kết hợp, giúp tối ưu hóa hiệu suất phân loại, giảm thiểu sai số và tăng tốc độ huấn luyện mà vẫn giữ được độ chính xác cao.

**Nội dung 3: Nghiên cứu các biến thể mô hình học sâu tiên tiến kết hợp Logistic Regression trong xử lý ảnh tế bào cổ tử cung**

* Mô tả: Nghiên cứu các mô hình như CoAtNet, CvT, CMT, BoTNet trong trích xuất đặc trưng đa phương thức và kết hợp với Logistic Regression để phân loại tế bào cổ tử cung.
* Phương pháp nghiên cứu:
* Tổng hợp và phân tích các nghiên cứu ứng dụng kiến trúc học sâu trong bài toán phân loại ảnh y tế.
* Thử nghiệm các kiến trúc mô hình trên bộ dữ liệu SipakMed.
* Tìm hiểu kỹ thuật trích xuất đặc trưng từ các mô hình học sâu và phương pháp tích hợp Logistic Regression cho lớp phân loại cuối cùng.
* Dự kiến kết quả: Hiểu sâu các kỹ thuật kết hợp mô hình, nắm rõ quy trình xây dựng mô hình đa kiến trúc kết hợp Logistic Regression, góp phần nâng cao độ chính xác và khả năng tổng quát của hệ thống phân loại tế bào ung thư cổ tử cung.

**Nội dung 4: Xây dựng và huấn luyện mô hình thử nghiệm biến thể của CoAtNet, CvT, CMT, BoTNet kết hợp Logistic Regression trên bộ dữ liệu tế bào cổ tử cung SipakMed.**

* Mô tả: Xây dựng pipeline mô hình phân loại tế bào ung thư cổ tử cung dựa vào các kiến trúc học sâu CoAtNet, CvT, CMT, BoTNet để trích xuất đặc trưng, sau đó kết hợp Logistic Regression để phân loại.
* Phương pháp thực hiện:
* Thực hiện các phương pháp tiền xử lý dữ liệu hình ảnh tế bào cổ tử cung (chuẩn hóa ảnh và gán nhãn).
* Huấn luyện các biến thể mô hình CoAtNet, CvT, CMT, BoTNet để trích xuất đặc trưng và sử dụng Logistic Regression với đặc trưng đầu ra từ các mô hình học sâu để thực hiện phân loại.
* Thử nghiệm các mô hình trên nhiều kiến trúc và tham số khác nhau để chọn ra kiến trúc phù hợp.
* Tối ưu hóa tham số huấn luyện, đánh giá trên tập validation và test.
* Dự kiến kết quả: Mô hình kết hợp giúp cải thiện khả năng phân loại tế bào ung thư cổ tử cung nhờ tận dụng hiệu quả trích xuất đặc trưng đa phương thức và khả năng phân loại tuyến tính của Logistic Regression, đồng thời giảm độ phức tạp và thời gian huấn luyện.

**Nội dung 5: Kiểm thử mô hình, đánh giá kết quả.**

* Mô tả: Kiểm thử và đánh giá nhiều mô hình đã xây dựng trên bộ dữ liệu tế bào cổ tử cung SipakMed, so sánh với các thuật toán biến thể học sâu đơn và mô hình kết hợp Logistic Regression.
* Phương pháp thực hiện:
* Thực hiện đánh giá trên tập test với các chỉ số hiệu suất tiêu chuẩn (accuracy, F1-score, confusion matrix).
* So sánh kết quả với các mô hình biến thể đơn lẻ.
* Phân tích ưu, nhược điểm, những điểm cần cải thiện để phát triển mô hình trong tương lai.
* Dự kiến kết quả: Đánh giá khách quan khả năng của mô hình biến thể kết hợp CoAtNet, CvT, CMT, BoTNet với Logistic Regression, xác định ưu thế và hạn chế, đề xuất hướng phát triển tiếp theo nhằm hoàn thiện giải pháp phân loại tế bào ung thư cổ tử cung.

**B2.3 Kế hoạch nghiên cứu**.

Kế hoạch nghiên cứu được trình bày trong bảng sau:

|  |  |
| --- | --- |
| **Nội dung nghiên cứu** | **Thời gian** |
| **1. Khảo sát hiện trạng các công trình nghiên cứu liên quan.** | 3 tuần |
| 1.1. Nghiên cứu ưu điểm, nhược điểm của các phương pháp phân loại tế bào học và mô học đã công bố, đặc biệt là các mô hình CNN và Transformer. | Tuần 1 |
| 1.2. Tìm hiểu vai trò và ứng dụng của các kiến trúc như CoAtNet, CvT, CMT, BoTNet trong lĩnh vực y sinh và xử lý ảnh y tế. | Tuần 2 |
| 1.3. Nghiên cứu cơ chế kết hợp trích xuất đặc trưng của các mô hình học sâu với Logistic Regression để cải thiện hiệu quả phân loại. | Tuần 3 |
| **2. Tìm hiểu về Logistic Regression và vai trò kết hợp với mô hình học sâu** | 3 tuần |
| 2.1. Tìm hiểu cách Logistic Regression xử lý dữ liệu đầu vào là các đặc trưng đã được học bởi mô hình CNN/Transformer. | Tuần 1 |
| 2.2. Phân tích ưu điểm của việc kết hợp mô hình học sâu với Logistic Regression trong việc giảm quá tải tham số và tăng hiệu quả phân loại. | Tuần 2 |
| 2.3. Thực nghiệm cài đặt kết hợp để đánh giá hiệu quả trên dữ liệu tế bào cổ tử cung. | Tuần 3 |
| **3. Nghiên cứu các mô hình học sâu tiên tiến kết hợp Logistic Regression trong xử lý ảnh tế bào cổ tử cung** | 4 tuần |
| 3.1. Tổng hợp và phân tích các nghiên cứu ứng dụng kiến trúc học sâu trong bài toán phân loại ảnh y tế. | Tuần 1 |
| 3.2. Thử nghiệm các kiến trúc học sâu trên bộ dữ liệu SiPakMed. | Tuần 2-3 |
| 3.3. Tìm hiểu kỹ thuật trích xuất đặc trưng từ các mô hình học sâu và phương pháp tích hợp Logistic Regression cho lớp phân loại cuối cùng. | Tuần 4 |
| **4. Xây dựng và huấn luyện mô hình thử nghiệm CoAtNet, CvT, CMT, BoTNet kết hợp Logistic Regression trên bộ dữ liệu tế bào cổ tử cung SipakMed.** | 8 tuần |
| 4.1. Thực hiện các phương pháp tiền xử lý dữ liệu hình ảnh tế bào cổ tử cung (chuẩn hóa ảnh và gán nhãn). | Tuần 1 |
| 4.2. Huấn luyện các biến thể mô hình CoAtNet, CvT, CMT, BoTNet để trích xuất đặc trưng và sử dụng Logistic Regression với đặc trưng đầu ra từ các mô hình học sâu để thực hiện phân loại. | Tuần 2-3 |
| 4.3. Thử nghiệm các mô hình trên nhiều kiến trúc và tham số khác nhau để chọn ra kiến trúc phù hợp. | Tuần 4-7 |
| 4.4. Tối ưu hóa tham số huấn luyện, đánh giá trên tập validation và test. | Tuần 8 |
| **5. Kiểm thử mô hình, đánh giá kết quả.** | 4 tuần |
| 5.1. Thực hiện đánh giá trên tập test với các chỉ số hiệu suất tiêu chuẩn (accuracy, F1-score, confusion matrix). | Tuần 1-2 |
| 5.2. So sánh kết quả với các mô hình biến thể đơn lẻ. | Tuần 3 |
| 5.3. Phân tích ưu, nhược điểm, những điểm cần cải thiện để phát triển mô hình trong tương lai. | Tuần 4 |

## B3. Kết quả dự kiến

* Tìm hiểu kiến trúc về các mô hình học sâu hiện đại như CoAtNet, CvT, CMT, BoTNet trong bài toán phân loại ảnh y khoa.
* Nghiên cứu và áp dụng kết hợp các biến thể của mô hình học sâu với Logistic Regression nhằm lựa chọn kiến trúc phù hợp để khai thác đặc trưng, nâng cao độ chính xác và khả năng tổng quát hóa của hệ thống phân loại tế bào ung thư cổ tử cung.
* Xây dựng mô hình phân loại tự động với hiệu suất cao, giúp phát hiện chính xác các loại tế bào cổ tử cung bình thường, tiền ung thư, và ung thư giai đoạn sớm từ dữ liệu ảnh y khoa.
* Đánh giá hiệu quả các mô hình trên bộ dữ liệu thực tế, so sánh khả năng phân loại đa lớp với độ chính xác, độ nhạy, độ đặc hiệu.
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